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A complex of interrelated methods and means of analysis, 
clustering, segmentation and classification of objects on images 
obtained by sensors of different physical nature (with the help 
of modern methods of radiography, computer and magnetic 
resonance imaging) is proposed, which will allow modeling the 
optimal form of a bone substitute with functional properties by 
CAD/CAM/CAE design methods, depending on the anatomical 
data, the nature and localization of the cavity bone defect, its 
size, load conditions and patterns of bone tissue neoplasm. 
Methods for making multi-criteria decisions have been 
developed, which will allow for their implementation for a wide 
range of optimization tasks of researching the correlation of the 
shape and size of porosity with indicators of the stress-deformed 
state of bone substitutes in order to maintain the structural 
integrity of the biomaterial in the process of regeneration of 
hard tissue. 

KEYWORDS 
machine learning, decision making, tissue engineering, 
computed tomographic, bone image segmentation, artificial 
intelligence, сraniotomy, сraniectomy skull implants, thickness 
measurements, automated design, training data sets 

1 INTRODUCTION  

Craniocerebral trauma is damage to the bones of the skull and 
soft tissues - blood vessels, brain, nerves, meninges, etc. In 
medical practice, it is considered one of the most difficult and 
unpredictable injuries, because the consequences of damage 
can manifest themselves after several years - in the form of 
violations of vital functions, disorders of the nervous system, and 
disability. 
In modern military conflicts, injuries of a neurosurgical profile 
are distributed as follows: Damage to the soft tissues of the head 
— 50%, penetrating wounds of the skull — 28%, non-penetrating 
injuries — 17% [Laskowitz 2023]. The specific weight of mine-
explosive damage, which reaches 70% of combat injuries, is 
increasing [Heath 2023, Brichacek 2021]. Combined damage is 
noted in about 30%, multiple — in 7% of the victims [Aita 2023]. 
In the ongoing war in Ukraine, the frequency of head trauma is 
37.5%, of which gunshot and explosive injuries are 7.9%, and 
closed cranial brain injury is 12.7% [Shchehlov 2024]. 

Cranioplasty refers to the operation of filling and restoring a 
defective skull with different repair materials [Alkhaibary 2020]. 
It is currently one of the most routine neurosurgical operations 
and can be performed in many primary care hospitals. The 
anatomical curvature of the skull (Fig. 1.) and its facial bone is 
extremely complex, and for skilled surgeons, it is often necessary 
to precisely align and restore the implant. 

   
a)      b) 

Figure 1. 3D imaging of the patient's skull: (a) coronal plane of the 
preoperative computed tomography (b) volume imaging technique 

revealed the defect 

Cranial implants must have an appropriate convex shape and 
precisely fit the defect border. The main criterion for a successful 
assessment of the cranial area is an anatomically plausible, 
symmetrical shape with a smooth and seamless fit along the 
defect border [Worm 2019]. The results of research given in the 
works [Zaborowski 2007, Adamcik 2014, Svetlik 2014, Rimar 
2016, Olejarova 2017, Sedlackova 2017, Catlos 2018, Labun 
2018, Gamec 2019, Murcinkova 2019, Pollak 2019 & 2020, 
Straka 2021 & 2022, Vagaska 2021, Czyzewski 2022, Csamer 
2023] show that cranioplasty not only restores the shape of the 
skull cavity, but also achieves the effect of restoration of 
aesthetics, and also plays an important role in the restoration of 
the patient's neurological function. The use of 3D printing 
technology in the field of cranioplasty, which involves the 
reconstruction of skull defects, has become an advanced 
possibility of anatomical shape change [Morais 2019]. Although 
autologous bone or preformed titanium meshes can be used as 
implants, 3D-printed implants have proven to be more versatile 
and have a number of other advantages, such as personalization 
and improved biocompatibility, lower risk of complications or 
lower likelihood of needing secondary surgery [Chen 2017]. 
Automatic acquisition of fast and accurate estimates of implant 
shapes can lead to increased efficiency in the clinical 
cranioplasty workflow. Modeling of the shape of cranial implants 
is performed in computer aided design (CAD) software based on 
the processing of patient diagnostic imaging data, allowing for 
the precise design and manufacture of custom implants (PSIs) 
that match the patient's unique anatomy. Numerical modeling 
using Finite Element Analysis (FEA) is used to optimize the design 
of individual implants taking into account mechanical loading. 
The European Union (EU) Medical Device Regulations (MDR 
2017/745, Clause 30) allows the use of open-source solutions. 
Designing cranial implants usually requires a lot of human 
computer interaction (3D modeling skills) and medical expertise 
(sufficient knowledge of cranial anatomy) [Monkova 2013, 
Michalik 2014, Panda 2014 & 2021, Baron 2016, Mrkvica 2016, 
Balara 2018, Chaus 2018, Duplakova 2018, Sukhodub 2018, 
Flegner 2019 & 2020, Harnicarova 2019, Pandova 2020, Wu 
2022], especially in cases of defects reaching both sides of the 
skull [Fishman 2024].  
Traditional methods of skull reconstruction use the mirror image 
of the healthy side of the skull on the defective side [Kim 2021], 
surface interpolation [Iaccarino 2020], or a combination of them 
[Kodym 2021, Pisaneschi 2024] to estimate the skull area. At the 
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same time, given the fact that skull defects can cross the plane 
of symmetry, and the bones of the human skull are usually 
asymmetric, it is impractical to use a mirror image operation to 
create the geometry of the implant. In recent years, methods of 
skull shape reconstruction based on volumetric convolutional 
neural networks have shown great promise in this regard [Yin 
2024]. A widely used approach now is the U-Net and its variants 
[Yao 2024]. Segmentation of medical images is a critical task in 
the use of deep learning [Saeed 2022]. The selection of regions 
of interest (ROIs) is a common step in medical image analysis for 
all imaging modalities. Various methods were used to perform 
the task of segmentation. There is a problem with incomplete 
data when performing segmentation of volumetric medical 
images (3D segmentation) [Chen 2019]. This problem is not 
computationally solvable. Therefore, optimization methods are 
used to calculate the solution [Zhang 2023].  
Recently, synthetic datasets for automatic evaluation of skull 
regions have become available because they are easy to 
generate from public databases of healthy skulls, such as CQ500 
[Ostas 2022]. However, they do not necessarily fully capture the 
distribution of skull shape defects in the target clinical data (ie, 
different anatomical variability of the target population, shapes 
and sizes of defects, complex morphology of the defect border), 
which may affect the quality of reconstruction in practice. On the 
other hand, it is difficult to obtain real clinical data with implant 
models designed by experts. Furthermore, in our experience, the 
distribution of available clinical data is often skewed toward 
simple unilateral defect cases and is difficult to extend with 
synthetic defects and implant shapes. More complex bilateral 
and fronto-orbital defects are less common, but it is in these 
complex cases that correct autocranial reconstruction or implant 
design can have the greatest impact on clinical practice. 
Therefore, it is desirable to develop a method that can use data 
from both types of cranioplasty.  
The main goal of this article is to discuss the use of some aspects 
of non-equilibrium phase transitions for the development of an 
information model for choosing the optimal spatial shape of a 
bone substitute using the example of cranial implants. The use 
of this approach takes into account geometric and physical 
modeling nonlinearities. 

2 MATERIALS AND METHODS  

Let us assume that the system can receive a certain set of data 
described by the state vector 𝑞. We describe the image by an 𝑁 
are dimensional vector 𝑞 (Fig. 1), the individual components of 
which are features encoded using numbers. Let us also assume 
that the detection system consists of elements 𝑗 and that 
element j measures the 𝑞𝑗 (feature) component of the vector 𝑞. 

Trajectories consisting of several consecutive time steps of 
dynamics define a path between elements 𝑖 and 𝑗 with the 
probability of choosing a certain path, for example, 𝑖 → 𝑗, given 
that the trajectory starts from element 𝑖, therefore, is 
determined by the product of the corresponding transition 
probabilities. The transition probabilities, 𝑝𝑖𝑗, are conditional by 

definition, assuming that the initial state of the transition is 𝑖. 
Consequently, the unconditional probability 𝑖 → 𝑗 can be 
expressed (Bayes formula) 𝑞𝑖𝑗 = 𝑥𝑖 ∙ 𝑝𝑖𝑗, where 𝑥𝑖 is the 

probability of choosing element 𝑖. 
If there is a stationary process, then the incoming signals satisfy 
the probability distribution 𝑓(𝑞). We will assume that some 
images are presented to the system again and again and that 
these images correspond to the maxima of the probability 
distribution 

𝑓(𝑞) = 𝑚𝑎𝑥   (1) 

Suppose the system can measure moments 

〈𝑞𝑖〉, 〈𝑞𝑖𝑞𝑗〉, 〈𝑞𝑖𝑞𝑗𝑞𝑘〉, 〈𝑞𝑖𝑞𝑗𝑞𝑘𝑞𝑙〉 (2) 

  
a) 

  
b) 

  
c) 

Figure 2. Detailed input and output datasets: a) the upper parts of the 
defective skulls are displayed in the top view and the isometric view 
(generation of patches, c determination of the area of contact with the 

support base); b) complete skulls generated by the proposed system; c) 
ideal (main) implants and created implants 

To reconstruct the function 𝑓(𝑞) from these moments, we will 
use the principle of maximum information entropy and try to 
understand what minimum order of moments is necessary to 
obtain a reasonable function 𝑓. If we limit ourselves to linear 
moments only, then, according to the principle of maximum 
information entropy, the function 𝑓 should have the following 

form: 𝑓(𝑞) = 𝑁 ∙ 𝑒𝑥𝑝(− ∙ 𝑞), where  is a real number. 
The function f(q) cannot be normalized in the space of vectors q 
if the variables q takes values from minus to plus infinity, so it is 
impossible to limit ourselves to only linear moments. If we use 
moments up to the second order inclusive, then the general 
form of the distribution function will be as follows [Valicek 2016] 

𝑓(𝑞) = 𝑁 ∙ 𝑒𝑥𝑝(�̅� ∙ 𝑞 + �̅� ∙ 𝛼 − �̅� ∙ 𝐵 ∙ 𝑞) (3) 

By introducing a new variable  using the relation 

𝑞 =  + 𝐵−1 ∙ 𝛼   (4) 

We can write function (3) 

𝑓() = 𝑁′ ∙ 𝑒𝑥𝑝(−̅ ∙ 𝐵 ∙ )  (5) 

Since 𝐵 is a positive definite matrix, the maximum of function (5) 

can be achieved only at one value of the variable , namely at 
 = 0. 

By making the change of variables (4), we realize that in our 
model there is only one maximum, i.e. only one image is kept. In 
reality, a set of images is usually presented for recognition. This 
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contradiction leads us to the need to consider moments up to 
and including the fourth order. For simplicity, we will assume 
that odd-order moments are equal to zero. In this case, in 
accordance with the principle of maximum information entropy, 
the distribution function has the following form: 

𝑓(𝑞) = 𝑁 ∙ 𝑒𝑥𝑝(− ∑ 𝑖,𝑗 ∙ 𝑞𝑖 ∙ 𝑞𝑗 − ∑ 𝑖,𝑗,𝑚,𝑛 ∙ 𝑞𝑖 ∙ 𝑞𝑗 ∙𝑖,𝑗,𝑚,𝑛𝑖,𝑗

𝑞𝑚 ∙ 𝑞𝑛)   (6) 

Now we will show how you can construct a network that 
implements function (6). Let us assume that the distribution 
function (6) arises as a result of a continuous stationary Markov 
process described by the Fokker-Planck equation [Jurko 2011], 
where in our case 𝑉 is the still unknown potential. 

𝑓 = ∑
𝜕

𝜕𝑞𝑘
(

𝜕𝑉

𝜕𝑞𝑘
∙ 𝑓)𝑘 +

𝑄

2
∙ ∑

𝜕2𝑓

𝜕𝑞𝑘
2𝑘   (7) 

To establish the connection between the distribution function 
(6) and the still unknown quantities 𝑉 and 𝑄 in equation (7), for 
brevity, we denote the parentheses on the right side of relation 
(6) 

(− ∑ 𝑖,𝑗 ∙ 𝑞𝑖 ∙ 𝑞𝑗 − ∑ 𝑖,𝑗,𝑚,𝑛 ∙ 𝑞𝑖 ∙ 𝑞𝑗 ∙ 𝑞𝑚 ∙ 𝑞𝑛𝑖,𝑗,𝑚,𝑛𝑖,𝑗 ) =

−�̃�(𝑞, )  (8) 

We will require that the stochastic forces 𝐹𝑗 in the Langevin 

equation [Jurko 2012] corresponding to equation (7) satisfy the 
relations 

〈𝐹(𝑡)〉 = 0,
〈𝐹𝑖(𝑡) ∙ 𝐹𝑗(𝑡′)〉 = 𝑄 ∙ 𝛿𝑖𝑗 ∙ 𝛿 ∙ (𝑡 − 𝑡′)  (9) 

Moreover, let  

�̃� =
2∙𝑉

𝑄
   (10) 

The Langevin equation corresponding to the Fokker-Planck 
equation (7) is of the form [Jurko 2013] 

𝑞′
𝑗

= −
𝜕𝑉

𝜕𝑞𝑗
+ 𝐹𝑗(𝑡)   (11) 

The potential 𝑉 is determined by relationships (8), (10), i.e. 
measurement results. We're getting 

−
𝜕𝑉

𝜕𝑞𝑖
= 𝑄 ∙ {∑ 𝑖𝑗 ∙ 𝑞𝑖 + 2 ∙ ∑ 𝑖,𝑗,𝑚,𝑛 ∙ 𝑞𝑖 ∙ 𝑞𝑗 ∙ 𝑞𝑚 ∙ 𝑞𝑛𝑗,𝑚,𝑛,𝑗 }

 (12) 

Equation (11), in which the first term on the right-hand side is 
determined by relation (12), takes a particularly simple form for 
the network. Thus, it is possible to build a network that 
implements the distribution function 𝑓(𝑞), if the second and 
fourth moments of this function are known. The purpose of the 
network is only to transfer the value of the quantity 𝑞𝑗, 

multiplied by the “synaptic strength” 𝑖𝑗, from element 𝑖 to 

element 𝑗 (the first term on the right side of relation (12)) or 
transmit the value 𝑞𝑗𝑞𝑚𝑞𝑛, multiplied by 𝑖𝑗𝑚𝑛 from elements 

𝑗, 𝑚, 𝑛 to element 𝑖 (the second term on the right side of relation 
(12)), then in the corresponding element 𝑖 summation is carried 
out (Fig.3). 
 

 
Figure 3. Network purpose 

 

One more completely general and important conclusion is true. 
If the network can measure only a very specific set of correlation 
functions (1) (or higher order ones), then it is only necessary to 
include the corresponding terms in expression (12). The 
existence of attractor states in potential dynamics leads to the 
fact that any initial state turns out to be attracted to one of the 
local minima of the potential 𝑉(𝑞), which are located at points 
corresponding to the prototypes of the images. If the initial state 
is sufficiently close to one of these minima, then this minimum 
is realized and the initially incomplete image is supplemented, 
i.e., the entire mechanism acts as a kind of associative memory 
and hence has the ability to recognize patterns. 
Let us determine the values of the coefficients 𝑖𝑗 and 𝑖𝑗𝑚𝑛. Let 

𝑓(𝑞) be the given distribution function of images entering the 

system, and 𝑓(𝑞) be the distribution function generated by the 
system. Let us introduce as a measure of the distance between 
these two functions the increase in information (Kullback 
information) [Panda 2011] 

𝐾 = ∫ 𝑓 (𝑞) ∙ 𝑙𝑛 (
𝑓(𝑞)

𝑓 ̃(𝑞)
) ∙ 𝑑𝑁 ∙ 𝑞 ≥ 0,   (13) 

Where we need to consider two restrictions 

∫ 𝑓(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 = 1,

∫ 𝑓(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 = 1
   (14) 

Since the function 𝑓(𝑞) is specified, and expression (13) can be 
represented in the form  

𝐾 = ∫ 𝑓 (𝑞) ∙ 𝑙𝑛𝑓(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 − ∫ 𝑓 (𝑞) ∙ 𝑙𝑛𝑓(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 (15) 

It is sufficient to find the maximum of the expression 

∫ 𝑓 (𝑞) ∙ 𝑙𝑛𝑓(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 = 𝑚𝑎𝑥 (16) 

To determine this, let us assume that the function 𝑓 has the form 

𝑓 = 𝑒𝑥𝑝[−̃ − ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ]  (17) 

Where the potential 𝑉𝑗  can contain polynomials with respect to 

𝑞, the degree of which does not exceed some limit specified by 

us; ̃𝑗 – parameters that can be varied [Panda 2013]. The left side 

of expression (16) (multiplied by -1) can be represented as 

𝑊 ≡ − ∫ 𝑓 (𝑞) ∙ 𝑙𝑛𝑓(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 = ̃ + ∫ 𝑓(𝑞) ∙ ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ∙

𝑑𝑁 ∙ 𝑞 (18) 

We assume that ̃𝑗 are subject to an evolutionary strategy, for 

example, fluctuations in connectivity may occur in the network. 
The most elegant evolutionary strategy is one that uses 
gradients of some potential. Let us choose the function W given 
by relation (18) as the potential to be minimized and assume that 

̃ = 𝑙𝑛 ∫ 𝑒𝑥𝑝[− ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ] ∙ 𝑑𝑁 ∙ 𝑞 (19) 

The gradient strategy comes down to representing the Lagrange 

multipliers ̃𝑗 in the form [Zaloga 2019] 

̃
′
𝑗 = − ∙

𝜕𝑊

𝜕̃𝑗
  (20) 

To calculate the right-hand side of this equality, we substitute 
expression (19) into formula (18) and form a derivative 

𝜕𝑊

𝜕𝑗
= − [{∫ 𝑒𝑥𝑝{− ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ∙ 𝑑𝑁}

−1
∙ ∫ 𝑉𝑗(𝑞) ∙

𝑒𝑥𝑝 {− ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ∙ 𝑑𝑁}} ∙ 𝑑𝑁] + ∫ 𝑓(𝑞) ∙ 𝑉𝑗(𝑞) ∙ 𝑑𝑁 ∙ 𝑞 (21) 

As simple arguments show, the expression on the right side of 
relation (21), enclosed in rectangular brackets, can be 
interpreted as the average value 
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[{∫ 𝑒𝑥𝑝{− ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ∙ 𝑑𝑁}
−1

∙ ∫ 𝑉𝑗(𝑞) ∙ 𝑒𝑥𝑝 {− ∑ ̃𝑗 ∙ 𝑉𝑗(𝑞)𝑗 ∙

𝑑𝑁}} ∙ 𝑑𝑁] = 〈𝑉𝑗 ∙ (𝑞)〉𝑓 (22) 

While the last term on the right side of relation (21) is the mean 
value 〈𝑉𝑗 ∙ (𝑞)〉𝑓. 

Therefore, equation (20) can be written very briefly as 

̃
′
𝑗 = 𝛾 ∙ (〈𝑉𝑗 ∙ (𝑞)〉𝑓 − 〈𝑉𝑗 ∙ (𝑞)〉𝑓)  (22) 

Where the first term on the right side is the average of 𝑉𝑗  

according to the distribution function  𝑓, the second term is the 
average of the same potential 𝑉𝑗 , but according to the 

distribution function specified by external conditions. By 
comparing these two values, the decision-making system (neural 

network) can appropriately adjust the connections  ̃ between 
its elements and thus learn to perform its task. 
The software implementation of the proposed methods of 
learning neural networks based on nonlinear dynamics was 
developed and their approbation was carried out when building 
a segmentation and classification subsystem. Neural network 
training methods were further developed based on the 
proposed modifications of the gradient descent method, which 
made it possible to reduce the training time of neural networks 
of various architectures when solving the tasks of object 
segmentation and classification. To solve the problem of 
segmentation, the architecture of a hybrid convolutional neural 
network based on a pre-trained ResNet-18 network coder and a 
decoder from the U-Net network was chosen. As an error 
function, it is proposed to use a linear combination of cross-
entropy and the Dice coefficient [Zaloga 2020], which has proven 
itself well in training convolutional neural networks. Training was 
conducted using the PyTorch library with various modifications 
of the gradient descent method. 

3 RESULTS 

The simulation process is presented in the form of the following 
scheme (Fig. 4). The proposed research methodology adopted 
for the reconstructive project consisted of five steps, as shown 
in Figure 4. The cranioplasty procedure begins with the 
integration of a defective 3D model of the skull using a dataset 
of image data, CT scans, which are converted into digital image 
and communication files in Medicine (DICOM). When 
performing CT of the desired anatomy, it is recommended that 
the spatial resolution of the images does not exceed 1.25 mm. 
The dataset used for this study is DICOM (digital image) 
metadata. The DICOM data is then further processed by medical 
image processing software to create a 3D model of the scanned 
defective skull bone. To reduce the computational load, the 
study reduced the resolution of the 3D model and generated 
only the upper part of the skull with a volume resolution of 
112 × 112 × 40. Second stage: data preparation, including 
segmentation of the desired anatomy from the acquired DICOM 
data and generation of CAD 3D models, reconstruction and 
registration using the developed technique. The open source 3D 
Slicer software environment was used for visualization, 
segmentation, registration and analysis of medical, biomedical 
and other 3D images, as well as for planning and navigation of 
the images. The curvature of the implant was reconstructed with 
12 automatically generated patches. The third stage: 
development of a predictive model, which includes two phases: 
training and prediction. Fourth stage: three-dimensional shape 
prediction based on the predictive model developed and 
optimized in the second stage. The standard tessellation 
language (STL) file of the model is imported into the slicing 
software, where an a.gcode file is created containing predefined 

parameters such as the 3D printing material used and the layer 
height. At the fifth stage, the final form of the cranial implant 
required for surgical intervention was produced using additive 
technology. 

 
Figure 4. A block diagram illustrating the stages of selecting a technique 
for implant reconstruction 

A Markforged x7 printer was used to fabricate composite 
material samples with variable stiffness and strength through 
thickness. The designs of the obtained samples were tested for 
increased resistance to damage. Materials consisting of 
continuous carbon fibers, as well as an onyx matrix reinforced 
with chopped carbon fibers were used for the production of 
samples by additive technology. Continuous carbon fibers have 
the following parameters: a diameter of 1.75 mm, a bending 
stiffness of 57 GPa, a bending strength of 540 MPa. Onyx matrix 
fibers are a short nylon thermoplastic reinforced with carbon 
fibers. This design and structure ensures the rigidity, durability 
and precision of the parts, and is more than 1.4 times stronger 
than ABS. Characteristics of onyx: diameter 1.75 mm, bending 
stiffness 2.9 GPa, strength 81 MPa. The skull plate was printed in 
the orientation shown in Fig. 5. The implant has a constant 
thickness, different from the original bone, and a certain spatial 
tolerance along the border of the defect to allow for scar tissue 
and continued bone growth, allowing for implantation. 
There were no significant typographical errors or discrepancies. 
This resulted in an acceptable 3D model, structured according to 
the CT data and ready for implantation. The main criterion for a 
successful assessment of a cranial patch is an anatomically 
plausible, symmetrical shape with a smooth and seamless fit 
along the defect border (Fig. 6). After 3D printing, plates are 
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sterilized in a low-temperature sterilizer with hydrogen peroxide 
plasma. Implants are prepared during surgery Anatomical 
models printed on 3D printing were used for subsequent 
craniotomy surgery. 

 

Figure 5. 3D model fabrication 

To analyze the morphology of the surface, observations were 
made using scanning electron microscopy (TS5130-Tescan SEM 
at 20 kV accelerated voltage) (Fig. 7). 

 

Figure 6. Graphical comparison Finding the best reconstruction 

technique 

 

Figure 7.  Scanning electron microscopy images of samples 

One can observe the fibrous surface. On the surface, there are 
equiaxed depressions along with microcavities. The morphology 

of the surface is consistent with the mechanical characteristics 
of the material, which were given earlier [Gulyaev 2022]. 

4 CONCLUSIONS 

The human skull is one of the most complex parts of the body. 
The creation of individualized endoprostheses by cranioplasty is 
necessary in the case of a post-traumatic or postoperative defect 
to ensure a decent quality of life for the victims. Despite certain 
disadvantages, the use of 3D-printed implants remains the best 
possible option in everyday use in terms of time savings, 
anatomical accuracy and appropriate cosmetic effects. 
Traditionally, the implant is designed semi-automatically using 
CAD software. The input of such a semi-automatic design 
process is a defective skull, and the output is an implant. There 
is an urgent need for automatic design of cranial implants. The 
motivation for such work is the need to automate this process 
and improve the quality of medical care. 
Deep learning networks, used to predict a full skull or an 
additional part, can be trained on a dataset. The paper proposed 
an algorithm for segmentation of the region of interest on the 
image based on the application of nonequilibrium phase 
transitions, which provides new ideas and analogies between 
different approaches to the segmentation process. In this article, 
a fourth-order chaotic system is proposed, accompanied by the 
analysis of the Lagrange exponent and bifurcations. 
The proposed system is designed to detect diagnostically 
significant study areas for automated image analysis using 
neural network training methods based on nonlinear dynamics. 
Future work may focus on increasing the number of skull models 
combined with appropriate data enhancement technology and 
network architecture mechanisms, which will improve the 
learning quality of the decision-making system and increase the 
volumetric resolution. It is also possible to carry out further 
research on the recognition of skull defects of different sizes 
based on the positions of non-equilibrium phase transitions. 
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